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Annual Technical Report
DARPA Contract DACA76-85-C-0001

A Programming Environment for Parallel Vision Algorithms
Christopher Brown, P.I.
University of Rochester

13 June 1988

1. Overview
A complete set of DARPA-funded publications is appended to this summary. Key

reports are placed in context below.

One goal was to create a programming environment for MIMD (Multiple
instruction stream, multiple data stream) style computers. This architecture is
complementary to other styles of parallel computing such as SIMD (in which identical
computations are performed in parallel to different data) and neural nets.

The problem with MIMD computation, which admits multiple independent
cooperating large processes and processors to run concurrently, is that the interactions
between programs (for instance their data accessing) are extremely hard to monitor and
even to repeat, given the potential for race conditions and the scheduling differences that
can take place from run to run. Further, there are severral competing, individually
adequate models of parallel programs at this level. For instance, message-passing
models and shared-memory models offer rather different user views of the computational
resource. Although hardware can be built (like the BBN Butterfly Parallel Processor)
that can efficiently support different models of parallel computation, there is a serious
lack in the current state of the art of an operating system that can support several such
models at once.

To improve the state of the art in programming, conceptualizing, monitoring
performance, and optimizing efficiency in MIMD computation, we have been developing
systems like PSYCHE (an operating system), CONSUL (a very smart autoparallelizing
compiler), and MOVIOLA (a kit of performance monitoring and debugging tools.) In
previous years we produced and exported about a dozen other less ambitious systems and
libraries. Now, Psyche is well-specified, and implementation has begun. We expect a
working kernel by January 89, and hope to integrate low levels of Psyche with the robot
lab by then. CONSUL is progressing, and the interaction of the MOVIOLA debugging
and performance monitoring tools have had unexpected efficacy not just in debugging
but in algorithm development. The CONSUL language produces a quantified speedup,
through parallelism, of between 1.9 and 18, depending on the inherent parallelism of the
application.

Key Reports:
Baldwin and Quiroz: " Parallel programming and the CONSUL..."
Scott et al., "Design rationale for Psyche..."
Mellor-Crummey, "Designing concurrent data structures..."
Fowler et al., "An integrated approach"
MTrsh, "Psyche,..."
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Another goal was the acquisition of state-of-art multiprocessor. The original
Butterfly Parallel Processor has certain problems that were hindering our research, which
aims to transcend any particular piece of hardware. Now, a 3-node Butterfly Plus has
been acquired and is on site, furnishing the primary PSYCHE development environment
(enhanced by a Tektronix logic analyzer). A 24-node Butterfly Plus is also on site but
not yet commissioned. We have initiated communication with MCC in Austin, TX,
concerning their modular parallel experimental processor kits.

Key Reports:
LeBlanc et al., "Large-scale parallel programing..."

A third goal was to produce systems utilities for communication, file systems, and
compilers. Now, several utilities are well under way. They span a broad range from
parallel file systems through new languages for expressing parallel computation.
Applications packages such as the current version of the neural net simulator and the
image-processing utilities produced in a previous year allow speedups of up to a factor of
100 over single-workstation implementations. User.interfaces to large multiprocessor
computers are a difficult issue addressed by Yap's work, and we are still working to
extend the range of computational models available to a user. The Ant Farm project
provides capability we noticed we needed after the first DARPA Parallel Architectures
Benchmark and Workshop, namely the ability to support many lightweight processes.

Key Reports:
Crowl, "A model..."
Dibble, "Bridge: ..."
Fowler and Bella, "Moviola: ... "

Goddard et al., "Rochester connectionist simulator"
LeBlanc and Jain, "Crowd Control..."
Jones, "Ant Farm:..."
Yap: "Penguin: ..."

Another goal was to commission a multiple degree-of-freedom platform for the 3-
dof robot head. This work is important to test our systems concepts in a complex, visuo-
motor real-time environment. Now, the PUMA 761 robot has been installed, software
and hardware are almost completely integrated and debugged. Some applications
(kinetic depth) and demonstrations have been programmed. The robot head has been
redesigned, rebuilt, and reintegrated. PSYCHE's first application will be to manage the
higher-level data structures (e.g. the world model) in an integrated parallel vision system
that also uses the pipelined parallelism of the frame-rate MaxVideo image processing
system.

Key Reports:
Brown, "Parallel vision ..."
Ballard and Ozcandarli, "Eye fixation..."

Our goal is to integrate hardware and software into the system using multiple types
of parallelism for active vision. Now, two working groups are working (Summer 88),
one on the robot/vision system, one on Psyche development, to produce an integrated
demonstration by the end of the summer. The goal is to have low-level active vision
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reflexes (e.g. vergence, tracking) running on our parallel pipelined low-level image
processor and a Sun/3. The Butterfly Plus will be running the Psyche system. This
configuration will form the basis for a continued exploration of the issues, science, and
techniques behind cooperating multiple parallel computational engines.

Key Reports:
Ballard et al, "Eye movements..."
Brown, "Parallel vision..."

Vision applications are an important part of our work, but are only indirectly
supported bv the contract, which views applications as potential users of the parallel
systems we are developing. For example, Paul Chou's work used the Markov Random
Field formulation for intermediate-level vision and produced results that have been
quantified and are better than any other known techniques. We have ported his
evidence-combination to the Butterfly, where it runs as a set of three cooperating agents
under Tom LeBlanc's SMP system. As another example, the work of Cooper and Swain
is being ported to the Connection Machine at the University of Syracuse's DARPA-
funded NPAC. Object recognition, inference, quantification of performance in
biologically oriented neural net computational techniques, and hardware for relaxation
computations have all been under active study.

Key Reports:
Chou and Brown, "Multimodal reconstruction..."
Cooper, "Structure recognition..."
Feldman et al., "Computing with structured..."
Kyburg, "Probabilistic inference..."
Porat and Feldman, "Learning automata..."
Sher, "A Probabilistic approach..."
Simard et al., "Analysis of recurrent backpropagation"
Swain, "Object recognition..."
Swain and Cooper, "Parallel hardware..."
Watts, "Calculating the principal views..."

2. Vision
Work this year has concentrated on real-time vision hardware and algorithms. We

are commissioning our MaxVideo pipelined processor, which has several independent
boards each of which does a complex image-processing step, such as convolution with
any of 128 arbitrary 8x8 templates, at video rates. We are now successfully tracking
objects in real time, and have to used this capability in Spot, an upgrade of the Rover
system described in the 1987 U. of Rochester Computer Science and Computer
Engineering Research Review. This system keeps track of multiple moving objects in
the field of view.

In order to achieve the necessary flexibility and control, we have mounted the robot
head on a "neck" consisting of a 6-dof robot arm. This allows us the necessary
continuous motion cability, while also allowing motion in 3-D. Thus, unlike a cart, an
arm makes such cabilitities as viewpoint planning more relevant to robotics.
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We have successfully interfaced the two eyes of our robot head to the processor,
and have integrated sensory and motor function so as to do "sccades" between points of
interest in the scene. Mapping of such points in three dimensions, using the robot
positioner, is a current task. Substantial effort is going into understanding the individual
MaxVideo boards and keeping up with software releases from the vendor. We hired a
full-time staff member for vision software support, Dave Tilley (with other funds), and
his help is vital in such areas as the MaxVideo board that contains an ADSP signal-
processing computer.

The VME connection to the 16-processor Butterfly is now in place, and though we
are experience some hardware difficulties the performance has been impre.sive. The
Butterfly has now been upgraded to have floating point capability. The hardware is now
physically contiguous, in our new vision lab. The plan is to write MIMD vision
algorithms, using Lynx, Modula-2, or SMP, that can use the MaxVideo hardware as a
powerful peripheral. This configuration will resemble in philosophy CMU's NGS
architecture, but will have more power in the MIMD area (the equivalent of 16 Sun
computers) and faster but less flexible power in the vision peripheral (compared to
WARP).

This year Dave Sher graduated, and Paul Chou is continuing research in low-level
vision. Chou's work on multi-modal evidence combination seems quite promising for
real-time segmentation tasks. We have ported a parallel, asynchronous version of Paul
Chou's MRF evidence combiner to the Butterfly. We can investigate the systems
aspects of this implementation and also the performance of the Highest-Confidence-First
algorithm (which Chou presented at lJCAI and will say more about in Miami at the IEEE
vision workshop) under conditions of partial, sparse, and asynchronously arriving data.

Chou's work has produced quantifiably better algorithms for MRF optimization,
which have been applied to real images for the purpose of multi-modal (intensity and
depth) segmentation.

Theoretical work by Dana Ballard is leading to algorithms for kinetic depth (depth
from parallax) that require basic "active visual routines" like foveal fixation, the
vestibulo-ocular reflex, and other capabilities that are well-known in mammalian vision.
The continuous "tracking" mode was exploited by Altan Ozcandarli, who used the
MaxVideo hardware to implement Dana Ballard's kinetic depth algorithm. The system
performs well, computing continuously the relative depth of points on either side of a
remote fixation point that is held stable in the visual field by a low-level feedback loop
between the sensors and the head effectors.

A summer project is being planned that will produce an integrated system for vision
and action using several levels of hardware, and software. This exercise is meant to
initiate a close collaboration in a specific project between the systems and vision/robotics
communities. The highest level processing will be provided by the Butterfly Parallel
Processor running the Psyche kernel being developed by the systems research group. At
the lower levels there are the MaxVideo, Sun, and VAL peripherals controlling low-level
vision, and body and eye movements. The particular application is just now being
evolved.
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3. CONSUL

The reasons why a new class of language is needed for programming
multiprocessors have been set down in a paper (Baldwin, "Why We Can't Program
Multiprocessors the Way We're Trying to Do It Now").

The model that indicates ways of executing CONSUL programs on multiprocessors
has been refined slightly to accomodate the likely limitations of real compilers. In
particular, important constraints now have "fall-back" implementations to be used in
cases where a compiler is not powerful enough to generate the more efficient
implermentations already known. Further research will study "fall-back"
implementations in more detail, quantifying their limitations, comparing them to related
work from the logic programming community, etc.

A CONSUL implementation of an assignment (a simple rational arithmetic
package) from one of our introductory courses has been successfully completed. This
program is the first application of CONSUL to a problem not deliberately designed to
demonstrate the advantages of CONSUL. A simple test of the refined execution model
was also carried out by manually checking that it is able to handle the constructs
appearing in this program.

Development of the CONSUL interpreter is continuing, including modifications to
make it reflect the new execution model. The interpreter is able to run small programs
and produce trace files from them. We have not yet tried analyzing the parallelism in
these traces, although manual analysis could be done at any time.

Cesar Quiroz has done an extensive search of the existing literature on graph
parsing, and has experimented with several parsing algorithms as tools for recognizing
patterns in flow graphs. His results (and reactions from other interested students) are
being presented in an informal seminar.

Several small programs have been executed under the interpreter. Potential
parallelism, as revealed by execution traces from the interpreter, has been analyzed for
these programs. Overall speed ups ranging from 1.4 to 4.9 were found. Much higher
speed ups, between 4 and 18, were found in data parallel kernels within these programs.
We expect higher speed-ups to be found when larger programs are run on larger inputs.
A model of so-called "perfectly data parallel programs" has been devised that indicates
that certain programs should exhibit linear increases in speed up with increasing input
size. At least one of the sample programs conforms exactly to this model. These results
are being prepared for submission to the 22nd Hawaii International Conference on
System Sciences.

The interpreter has been instrumented to report statistics on its constraint
satisfaction process. These statistics include the number of primitive constraints that were
solved automatically (i.e., using solution heuristics coded into the interpreter), the
number of primitive constraints requiring help from the user to solve, and a breakdown of
primitive constraints by number of solutions to each. The first two of these numbers give
some indication of the extent to which our heuristics really automate constraint
satisfaction. The third is a rough indication of the size of the search spaces generated by
programs. All three statistics have been encouraging for the programs run so far,
although statistics reporting is too recent an addition to the system to have produced
publishable numbers yet.
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John Mulac is writing a CONSUL program that implements simple concurrent data
base accesses. This application is a "stress test" of CONSUL as a parallel programming
language, since it is an application that has in the past demonstrated substantial
parallelism, but that requires fairly subtle locking protocols to exploit this parallelism
correctly. Such applications are hard to write in declarative languages in which
parallelism is detected automatically and programmers are not given facilities for directly
describing locking protocols. Although CONSUL is such a language, Mulac's work
suggests that by describing constraints on parallelism arising from the application
semantics (a very natural thing to do in CONSUL) one can in fact capture most or all of
the potential parallelism without needing to explicitly describe the protocols for
enforcing the constraints. We plan to submit complete results from this work to this
year's International Symposium on Data Bases in Parallel and Distributed Systems.

Cesar Quiroz is working out the detailed structure of his parallelism analyzer,
including the data structures needed and the relationships between its various modules.
He is also developing concrete examples of parallelizing rules and the flow graph
patterns that enable their application. These examples and an explanation of how they are
handled by the detailed analyzer will be written up as an internal working paper within a
few weeks. This work should shortly lead to initial coding of parts of the analyzer.

4. Psyche and Parallel Programming Environments
"Psyche: A General-Purpose Operating System for Shared-Memory

Multiprocessors," by M. L. Scott and T. J. LeBlanc, presents an overview of the Psyche
philosophy and project.

Activity in the Psyche group involves directly or indirectly two faculty members
and four to six graduate students actively involved. We have decided to build the
operating system in two clearly- delineated layers. An interface document for the lowest,
kernel, layer exists, and construction of our pilot implemention on the Butterfly is
beginning. Details of the higher, supervisor layer are to be worked out concurrently with
implementation of the kernel.

The kernel is expected to provide the foundation for a wide variety of future work in
parallel systems. It is conceived as a lowest common denominator for a multiprocessor
operating system, providing only those functions necessary to access physical resources
and implement protection in higher layers. The three fundamental kernel abstractions are
the segment, the address space, and the thread of control.All three are protected through
capabilities. Unusual features include an inter-address-space communication mechanism
based on explicit transfer of control between threads and a facility for reflecting memory
pro -ction violations upwards into user-space fault handlers. Near-term plans call for the
kernel to underly both the Psyche supervisor layer and Rob Fowler's work on
Metamecia.

A problem with "uniform memory access" multi-processors is that they do not scale
well. Memory module contention, switch contention, and switching delay all contribute
to a degradation in the effective performance of the shared memory as more processors
and memory are added. On the other hand, the shared memory paradigm is a very
powerful model of interprocess communication. We are therefore designing a
programming model (tentatively called Metamecia) that allows the use of shared memory
in a non-uniform way.
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A 3-node Butterfly Plus arrived in January. This computer does not suffer fromn
many of the memory-management limitations that beset the earlier Butterflies. A 24-
node Butterfly Plus has been placed on order and is expected in April or May.
Implementation of Psyche is underway on the new architecture. A target date has been
set in August for the first demonstration of a working application.

5. Performance Monitoring of Parallel Programs

We are continuing our investigations of the effective implementation of parallel
algorithms.The main thrust continues to be the construction of parallel performance
monitoring tools and experimentation with the use of these tools.

We have constructed a set of tools for instrumenting parallel programs on the
Butterfly for performance analysis.Each process in an instrumented program records on
its own "history tape" each of its interactions with shared objects including the relative
timing of the operations .The collection of history tapes from the individual processes
can be combined to give a consisitent view of the execution of the program as a
whole.This view contains information useful for identifying critical paths, bottlenecks,
and hot spots in the program. We are presently working on the user interface of the
package to make it usable by other than its implementors.

An execution of a parallel proi,:am instrumented for performance monitoring
generates a massive amount of data.This data is incomprehensible in its raw form so we
are developing an interactive graphical display and analysis program called
Movieola.The display and user interface aspects are currently fully functional and some
simple analytic tools (critical path analysis) will be added by the end of Summer.We will
expect that Movieola will also serve as the basis for the user interface of Mellor-
Crummey's interactive parallel debugging tools.

The work on the "streams" package part of the NFS (Network File System) interface
to the Butterfly was completed by Jonathan Payne together with Mellor-Crummey and
Smithline. Mellor-Crummey began work on the integrated instrumentation package that
extends Instant Replay with the performance monitoring package. This uses the the
streams package for asynchronous transfer of "history data", but due to problems with the
Ethernet connection to the Butterfly we are not yet achieving the hoped for transfer rates.
Bella continues to work on improving the user interface to Moviola. In January
Smithline completed his TA and became available to the project. Fowler and Smithline
began the design an integrated and extensible toolkit of debugging and performance
analysis tools. The toolkit runs under the Aegis of a Lisp system and will incorporate
Moviola and the instrumentation packages.

Using Moviola and the instrumentation package, we have been experimenting with
their use in the debugging and performance analysis and tuning. Mellor-Crummey has
been applying them to the development of parallel sorting programs. Bella has been
incorportating the results of these experiences in the further development of Moviola.
Fowler and Smithline completed the design of the integrated, extensible toolkit and
implementation has begun. Moviola is now callable from the Lisp system and basic
functionality is rapidly being added to the system. We will soon begin to extend the
toolkit with analysis tools written in Lisp.
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6. Other Systems Utilities and Developments
"An Empirical Study of Message-Passing Overhead," by M. L. Scott and A. L. Cox,

appeared at the 7th International Conference on Distributed Computing Systems in
Berlin, West Germany in September 1987. It reports on efforts to optimize the
performance of the LYNX run-time support package, and presents a detailed breakdown
of costs in the final implementation.This breakdown (1) reveals the marginal cost of
various features of LYNX, (2) carries important implications for the costs of related
features in other languages, and (3) sets an example for similar studies in other
environments.

The "Ant Farm" library package is essentially complete and is now being used to
develop applications. It supports extremely large numbers (c. 25,000) of lightweight
processes in Modula-2 with location-transparent communication.

We have completed the construction and performance studies of the Elmwood
operating system for the Butterfly. A paper describing this work entitled "Elmwood - An
Object-Oriented Multiprocessor Operating System" will appear in Rochester's Computer
Science and Engineering Research Review and is being submitted to Software - Practice
and Experience. We expect this implementation to serve as a basis for the Psyche kernel.

Work is underway to port Lynx to run under Berkeley UNIX 4.3. The eventual goal
is to unify UNIX and Butterfly implementations so that processes on the multiprocessor
and on workstations can communicate transparently.

We have defined a limited NFS (Network File System) interface for the Butterfly so
that program monitoring information can be transferred from the Butterfly to SUN
workstations and disks for analysis. We are currently finishing the implementation of our
NFS interface on the Butterfly.

"Crowd Control: Coordinating Processes in Parallel" by T.J. LeBlanc and S. Jain
will appear in the Proc. International Conference on Parallel Processing in August.This
paper describes a library package for the Butterfly that can be used to create a parallel
schedule for large numbers of processes. A partial order is imposed on the execution
based on an arbitrary embedding of processes in a balanced binary tree.

7. Objectives for FY89

(1) Utilize more fully the power of the parallel pipelined image -processor. This
device presents a difficult interface to the user. We hope to develop abstractions
of its behavior, a stable configuration for its hardware and cable connections, and
a usable, flexible library of utilities.

(2) Continue laboratory integration. Higher-bandwidth communications between
some system components are needed. Libraries are needed to let different
computers initiate, monitor, and control activities in the laboratory (e.g.
ccntrolling low-level vision or robot motion from the Butterfly Plus).
Scientifically, the style of distributed parallel control and its implementation for
active vision must be investigated. We shall make extensive visits to other robot
labs (General Electric Research, University of Oxford) to expand our
understanding of the state of the art.
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(3) Develop Psyche, use it to illustrate multiple models of parallel computation on
one multi-computer, develop scheduling and resource allocation packages
adequate to perform active vision. Psyche will continue to develop beyond its
state in Jan 89. It offers users a level of abstraction above kernel level but below
applications programs, at which different styles of parallel computation (shared
memory, message-passing) can be imposed upon the hardware. The active vision
domain will require system services similar to some "real time" operating
systems, and they can be provided at this "package" level.

(4) Investigate techniques and science of integrating planning and sensing. This
rather old topic is still central, and a working group including James Allen and
his students is being started to pursue the cooperation of planning, perceiving,
and acting. A domain of moving objects, perhaps toy trains, will be used.

(5) Investigate advanced inference techniques.

(6) Investigate physically flexible robotic hardware. Control of slightly flexible
robot hardware has been investigated to some extent, but robots with very
flexible members, moving loads heavier than their component links, are much
less well understood.

(7) Investigate object recognition using techniques of principal views, decision trees,
relaxation computations.

(8) Continue work in connectionist learning and vision, especially motion vision.
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